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SUMMARY

A three-dimensional hydrodynamic model has been developed for turbulent flows with free surface. In
the horizontal x–y-plane, a boundary-fitted curvilinear co-ordinate system is adopted, while in the
vertical direction, a s-co-ordinate transformation is used to represent the free surface and bed topogra-
phy or lower boundary. Using the finite volume method, the convection terms are discretized using Roe’s
second-order-accurate scheme. The governing equations are solved in a collocated grid system by a
fractional three-step implicit algorithm that has been developed to handle the velocity–pressure–depth
coupling problem of free surface incompressible fluid flows. The present study is the extension of previous
work to three-dimensional turbulent flows. The model has been applied to three test cases. Comparison
with available data shows that the model developed is successful, and is valuable to engineering
application. © 1998 John Wiley & Sons, Ltd.

KEY WORDS: finite volume method; fractional step algorithm; three-dimensional flow; free surface; curvilinear
co-ordinates; collocated grid

1. INTRODUCTION

With the rapid development in computer capability, there is an increasing possibility for
solving incompressible flows in complex and/or three-dimensional (3D) domains. The nature of
the conventional finite difference (FDM) or finite difference based finite volume (FVM)
methods makes it difficult for these methods to adequately handle complex boundaries in
Cartesian co-ordinates. The boundary-fitted curvilinear co-ordinates technique can be used to
extend the applicability of FDM or FVM in CFD [1–3].

Various models have been presented using curvilinear co-ordinate systems, e.g. References
[1–5]. These models may vary in one or more aspects, including orthogonal or non-orthogonal
co-ordinates, grid systems (staggered or collocated grids), selection of dependent variables in
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the momentum equations (Cartesian velocities, contravariant or covariant velocity compo-
nents), discretization methods.

When using curvilinear co-ordinates, it is desirable to use collocated grids, which requires
less memory and CPU time [2,5,6]. The momentum interpolation method of Majumdar [6] can
be used to suppress the well-known checkerboard non-physical oscillations associated with
collocated grid arrangements. This method has shown good stability and accuracy.

Free surface flows commonly occur in hydraulic engineering. Simulation of a free surface
flow presents a unique challenge. This is due to the fact that the location of the free surface
boundary is unknown and there is no explicit governing equation available to prescribe the
movement of a free surface [7]. To reduce this numerical difficulty, the frictionless ‘rigid lid’
approximation can be used to treat the free surface boundary conditions for most low Froude
number (Fr�1) flows [8]. For higher Froude number flows with significant variation in
elevation from one point to another, three methods (and their variations) have been used: the
marker and cell (MAC) method[9]; the fractional volume of fluid (VOF) [7]; and the height
function (HF) method [10]. The idea of the MAC method originally proposed by Harlow and
Welch [9] is that massless markers moving with the fluid are introduced to define the location
and track the movement of the free surface. The VOF method of Hirt and Nichols [7] is based
on a finite control volume principle to simulate free surface flow problems. The HF method
describes the free surface by the height function [10]. The single-valued nature of the HF
method excludes water surface breaking or multi-value free surface problems.

In the present study, a non-orthogonal grid system has been adopted to meet practical
requirements in hydraulic engineering. The boundary-fitted co-ordinate transformation has
been used in the horizontal x–y-plane to represent the possible irregular boundaries that arise
in nature. For the vertical z-co-ordinate, the concept of height function is used to represent the
free surface, and the pressure terms in the momentum equations are further decomposed into
the sum of a rapidly varying hydrostatic component and the remaining hydrodynamic
component, as done by others [10–12]. An algebraic s-co-ordinate transformation has been
constructed in the vertical co-ordinate to track both the bottom topography and free surface
[13,14]. The free surface location is updated in the time marching procedure. The Cartesian
velocity components are used as dependent variables so that the momentum equations remain
in a relatively simple conservative form [2].

Recently, an efficient fractional two-step implicit algorithm was proposed by Ye and Dou
[15] to treat the velocity–pressure coupling problem in computations of incompressible fluid
flows. Originally, it was developed for simulation of two-dimensional (2D) flows in Cartesian
co-ordinates with staggered grids. Later, this algorithm was modified to apply to curvilinear
co-ordinates with a collocated grid arrangement to 2D flows [5] and 2D depth-averaged flows
[16]. Based on the fractional step principles, the proposed procedures involve implementation
of two steps: Step 1 is the convection–diffusion process; Step 2 is the pressure propagation
process [5,15,16]. In this paper, the previous fractional two-step implicit algorithm has been
extended to a fractional three-step implicit algorithm to handle the velocity–pressure–depth
coupling problem for 3D flows with free surface. Step 1 is the convection–diffusion process;
Step 2 is the hydrostatic pressure propagation process and Step 3 is the hydrodynamic
propagation step. The FVM is applied to the time discretized form of the transport equations.

To overcome the problem of numerical diffusion associated with first-order upwind schemes,
e.g. hybrid and power law schemes, the second-order upwind scheme of Roe [17] has been
incorporated into the code to discretize the convection terms. Roe’s scheme has been applied
extensively in aerodynamics [18–20] and hydrodynamics with shockwave-type flows [21],
because of its outstanding performance in hyperbolic problems and its relatively simple form
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[20]. Recently, Roe’s scheme has been applied to the convection–diffusion transport equations
[5,16]. Applications have shown that Roe’s scheme meets the requirements of high accuracy
and computational efficiency [5,16,20,21].

The objective of this paper is to report the development of the fractional three-step solution
procedure for the computation of 3D turbulent flows with a free surface in boundary-fitted
curvilinear collocated grids. The applicability of the proposed model is demonstrated through
three test cases. The standard k–e turbulence model [22,23] has been used to estimate the
turbulent viscosity.

2. GOVERNING EQUATIONS

2.1. Go6erning equations in Cartesian co-ordinates

For a 3D turbulent flow of an incompressible Newtonian fluid with the Boussinesq eddy
viscosity approximation, the unsteady governing equations in (x, y, z) Cartesian co-ordinates
are:
Continuity equation
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f=w, Sw* = −
(P
(z
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Here u, 6, w are the velocity components in the horizontal x-, y- and vertical z-directions
respectively, g is the acceleration due to gravity, ne=nt+n, nt is the turbulent viscosity, n is the
fluid kinematic viscosity, P is the kinetic pressure (pressure divided by fluid density) and T is
time.

The moving free surface is represented by z=H+Zb, where H is the variable water depth
and Zb is the bed elevation. The total pressure P at any position (x, y, z) can be subdivided
into (a) the hydrostatic component, i.e. P0+g(H+Zb−z), where P0 is the free surface kinetic
pressure, and (b) the residual hydrodynamic component p, i.e. p=P−P0−g(H+Zb−z).

2.2. Go6erning equations in cur6ilinear co-ordinates

In the x–y-plane, a boundary-fitted co-ordinate system (j, h) is introduced to represent the
natural irregular geometry: j=j(x, y), h=h(x, y), t(T)=T. In the vertical (z-direction), a
s-co-ordinate is defined as
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s(x, y, z, T)=
H(x, y, T)+Zb(x, y)−z

H(x, y, T)
. (4)

Since the flow region is restricted by ZbBz5H+Zb, Equation (4) implies 05s51. Figure
1 shows the curvilinear co-ordinate system used. The s-transformation (4) is an economical
way to represent the movement of a singe-valued free surface [13,14]. In the computational
co-ordinates, s � 0 corresponds to the water surface (z=H+Zb), while s�1 is the bottom
(z=Zb). In the new co-ordinate system, the velocities are defined as
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where U, V are called the contravariant velocities which are perpendicular to the curvilinear
co-ordinates h and j respectively.

By the chain rule, the governing equations in these non-orthogonal curvilinear co-ordinates,
using Cartesian velocities (represented by f) as dependent variables in the momentum
equations, can be stated as
Continuity equation
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where

Figure 1. Co-ordinate system.
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Integrating Equation (7) over the depth leads to the following equation for determining the
location of free surface [11,12]:

(HJ
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=0, (13)

where the overbars denote the depth-averaged values. The standard k–e model [22,23] has
been employed to determine nt in the momentum equation (8).

3. NUMERICAL PROCEDURE

3.1. The fractional three-step implicit algorithm

Based on the split-operator approach for the different transport processes [24,25], the
numerical procedure of the fractional two-step implicit algorithm proposed by Ye et al.
[5,15,16] is divided into the following two steps: Step 1 is the convection–diffusion process and
Step 2 is the propagation process. In this paper, Step 2 is further subdivided into the
hydrostatic and hydrodynamic propagation processes. The framework of the proposed frac-
tional three-step implicit algorithm is as follows:

Step 1: Convection–diffusion process [ un+1/3, 6n+1/3, wn+1/3;
Step 2: Hydrostatic propagation process [ Hn+1, un+2/3, 6n+2/3, wn+2/3;
Step 3: Hydrodynamic propagation process [ pn+1, un+1, 6n+1, wn+1;

The superscript n+1 refers to the time level (n+1)Dt etc., while the superscripts n+1/3,
n+2/3 denote the intermediate variables between steps. The following primed quantities are
defined for convenience: [(u, 6, w)= (u1, u2, u3), (U, V, W)= (U1, U2, U3)]

u %i=ui
n+2/3−ui

n+1/3, U %i=Ui
n+2/3−Ui

n+1/3, u¦i =ui
n+1−ui

n+2/3,

U¦i =Ui
n+1−Ui

n+2/3, H %=Hn+1−Hn, p %=pn+1−pn, (i=1, 2, 3). (14)
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In the propagation steps, a coefficient of implicitization P is introduced for spatial derivatives
to accelerate the rate of convergence to a steady state [15,24], e.g. for j-direction,
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In practice, the known values of the pressure gradient in the momentum equations at the
time level nDt are substituted explicitly in Step 1 as source terms; the remainder of which, i.e.
terms (H %/(j and (p %/(j etc., combined with the depth-averaged form of continuity equation
(13) and the continuity equation (7) are evaluated in Steps 2 and 3, respectively. Thus, the
working equations of the fractional three-step algorithm, are
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where Hn+1/3=Hn. The expressions for the source terms Sf of the momentum equations can
be found in Equations (10)–(12).

Step 2: Hydrostatic propagation process (wn+2/3=wn+1/3)
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Step 3: Hydrodynamic propagation process (Hn+1=Hn+2/3)
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Figure 2. Typical control volume for node P.
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3.2. Numerical discretization

The working equations of each step are discretized in space by using the FVM. The notation
system of Patankar [26] has been adopted throughout the following derivation. A typical
control volume for node P is shown in Figure 2, where the capital letters E, N, T, etc. denote
the neighbouring nodes and the small letters e, n, t, etc. denote the control volume faces.

In Step 1, the general form of convection–diffusion equation (16) is integrated over a typical
control volume Dj Dh Ds of node P. All the spatial derivatives are estimated with second-or-
der-accurate central difference, except for the convection terms whose face values represented
in terms of nodal values can be obtained by a variety of upwind schemes. Various monotonic
schemes are available to reduce the numerical diffusion and provide stable solutions [17–
20,27]. This work uses Roe’s scheme [17,18] to discretize the convective fluxes because of its
good performance in shock-capture and high computational efficiency. The principle of Roe’s
scheme is that resolutions of the first-order upwind scheme can be improved by adding
high-order (antidiffusion) terms that are limited to ensure monotonic results [27]. For example,
in a uniform grid system at e face, the resulting monotonic second-order upwind scheme of
Roe for the convection flux HUf is written as [19,20]

(HUf)e=�Fe, 0�(fP+Ve
− Df e

−)−�−Fe, 0�(fE−Ve
+ Df e

+), (19)

where

Df e
− = (fP−fW) � 0.5; Df e

+ = (fEE−fE) � 0.5, (20)

Ve
�=�0, min(2r e

�, 1), min(r e
�, 2)�, (21)

r e
− = (fE−fP)/(fP−fW); r e

+ = (fP−fE)/(fE−fEE), (22)

and Fe= (HU)e, re is the ratio of consecutive gradients, and Ve is the flux limiter that
corresponds to Roe’s ‘superbee’ compressive transfer function.

The final discretized form of Equation (16) (Dj=Dh=1) is

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1109–1134 (1998)



J. YE ET AL.1116

apfP
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where Vi and Dfi are defined in Equations (20) and (21). If the power law scheme [26] is
considered, the above terms should be replaced by

A(�P �)=�0, (1−0.1�P �)5�, Banti
0. (25)

For 3D computations, it is obvious that Roe’s scheme leads to a 13-point stencil and the power
law approximation corresponds to a seven-point stencil. Thus, the momentum equations are
discretized as
u-momentum equation
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where

Bu= −yhHn, Cu=yjHn, Du= (yjzh−yhzj).

6-momentum equation
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aP6P
n+1/3=% anb6nb

n+1/3+b 6+aP*6P
n +B 6

(

(j
[g(H+Zb)n+pn]+C 6

(

(h
[g(H+Zb)n+pn]

+D 6
(pn

(s
, (27)

where

B 6=xhHn, C 6= −xjHn, D 6= (xhzj−xjzh).

w-momentum equation

aPwP
n+1/3=% anbwnb

n+1/3+bw+aP*wP
n +J

(pn

(s
. (28)

In Step 2, omitting the higher order magnitude of products Hu, H6 in Equation (17a,b) and
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where d=PDt/J. The above relations can be applied to any point, i.e. either at a grid node or
on a control volume face. To simplify the water depth correction equation, and retain the
five-point diagonal equation set, the last term on the right-hand side of Equations (29) and (30)
can be dropped without affecting the final converged results. Thus
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Substituting Equation (31) into (17c), and integrating over the control volume Dj Dh, the final
water depth correction equation is
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B=ad, C=gd, D=
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The above correction equations are simplified further as
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Substituting Equation (33) into (18d), the final hydrodynamic pressure correction equation is

APp %P=% Anbp %nb+E, (34)

where

AE=P(Hn+1B)e, AW=P(Hn+1B)w, AN=P(Hn+1C)n, AS=P(Hn+1C)s,

AT=P(D)t JHn+1/Ds, AB=P(D)b JHn+1/Ds,

AP=% Anb+J/Dt, E= (HU)n+2/3�ew+ (HV)n+2/3�ns + (HW)n+2/3�tbJ/Ds.

Step 2, the hydrostatic propagation process, and Step 3, the hydrodynamic propagation
process, of the proposed algorithm resemble the velocity–pressure correction procedure in the
SIMPLE-like algorithm [5,28], and the derivation of the velocity and pressure (water depth)
correction equations (31)–(34) is straightforward.

3.3. Pressure–6elocity coupling

Since collocated grids are used, interpolation is needed to estimate the convective flux at the
control volume faces, e.g. U e

n+2/3, Vn
n+2/3, W t

n+2/3, in the source term E of Equation (34). To
avoid the non-physical checkerboard oscillations, the revised momentum interpolation proce-
dure of Majumdar [6] is adopted because the converged solution of this method is independent
of the relaxation parameter (or time step Dt in the unsteady approach). For example, values
of U at the e cell face can be expressed as

U e
n+2/3=�UP

n+2/3�e+
#ap*

aP

$
e

U e
n−

#ap*
aP

UP
n$

e

+
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B 6
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(j

�
e
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yh−
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(j

�
p

$
e

, (35)

where PP=g(H+Zb)+p. The expression for V at the north cell face can be derived similarly.
From Equation (6), the velocity W at the top cell face is

W t
n+2/3=�WP

n+2/3�t
#aP*

aP

$
t

W t
n−

#aP*
aP

WP
n$

t

+�DDP�t
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−
#
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�
P
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t

, (36)

where

DDP=
1

aPHP
n

�Du

J
(yhzj−yjzh)+

D 6

J
(xjzh−xhzj)−J

n
.

The expressions of Bu, Du, etc. are given in Equations (26)–(28). The same procedure is
applied to the water depth correction equation (32).
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3.4. Solution procedure

The overall numerical procedure can be summarized as follows:

(I) Use the known values of un, 6n, wn, (H+Zb)n, pn at time nDt to evaluate the coefficients
of the convection–diffusion equation (23) and obtain velocities un+1/3 etc. through
Equations (26)–(28) at the grid nodes (to complete Step 1).

(II) Interpolate Un+1/3 etc. onto the cell faces.
(III) Solve Equation (32) for H % and (H+Zb)n+1, then obtain Un+2/3, Vn+2/3 and un+2/3,

6n+2/3 according Equations (31) and (5) (to complete Step 2).
(IV) Solve Equation (34) for p% and pn+1, and obtain Un+1, un+1 etc. using Equations (33),

(5) and (6) (to complete Step 3).
(V) Solve the discretized transport equations for other scalar variables, such as k, e to

complete the current time step.
(VI) Return to I and march to the next time step.

(VII) Repeat the entire procedure until a steady-state solution is reached (for steady-state
flow) or the specified time period is completed (for unsteady flow).

In the present work, the ‘time marching’ approach has been used as a technique to obtain a
steady-state solution as a limiting case. The rate of convergence to a steady state can be
significantly affected by the coefficient of implicitization P. The optimal value of P is typically
in the range of 0.5�1.0 [5,15]. The algebraic equation sets are solved sequentially using the
familiar tridiagonal matrix algorithm on a grid line, as illustrated by Patankar [26]. The
convergence criterion adopted in the present work is that the non-dimensional total mass
residuals for both the 3D continuity equation (7) and its depth-averaged form, Equation (13)
be less than certain prescribed values. The transport equations for k, e are solved in the same
manner as the equation for the convection–diffusion process of Step 1.

4. BOUNDARY CONDITIONS

The water elevation H+Zb and hydrodynamic pressure p at all the boundaries, except at the
outlet, are obtained by linear extrapolation from the values at the interior nodes. H+Zb at the
outlet is prescribed, and p is set to be zero. The boundary conditions for the other dependent
variables are given below.

At the inlet, the known boundary values for all the dependent variables f (velocities, k, e)
are prescribed either from the experimental data or analytical profiles.

The outlet is placed in a downstream region where the equations can be parabolized so that
the normal gradients can be set to zero for all dependent variables, i.e. (f/dn=0. This may
be somewhat inaccurate but stable, and the inaccuracy can be reduced by placing the outlet
station sufficiently far downstream of the regions of interest [29]. In this study, the outlet
station is located at least as far downstream as in the experiments. In the case of longitudinal
velocity, however, the convective fluxes are corrected to satisfy overall continuity for the
convergence consideration.

Near the solid walls, the variations of flow properties are very steep. To avoid the need for
detailed calculations in the near wall region of low turbulent Reynolds number, the wall-func-
tion method is employed to simulate the wall effect and estimate the values of k, e at the near
wall nodes [23]. The wall-function method, which allows the use of a fairly coarse grid in the
near wall region, is an economical way of modeling the turbulence.
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In this work, the refined wall function is adopted because it is regarded as superior to the
conventional log law wall function [30]. Variables are non-dimensionalized as u+ =u/U�,
y+ =yU�/n, k+ =k/U�

2 , e+ =ne/U�
4 , where U� is the friction velocity and y is the distance

from the wall. In the refined wall function, the velocity normal to the wall is set to zero, while
the near wall tangential velocities, calculated from the momentum equations, are related to the
wall shear stress tw (=rU�

2 ) by a universal profile of mean velocity [31]. For smooth walls,
this tangential velocity is given by

u+ =2.5 ln(1+0.2y+)+7.05
� 0.2y+

1+0.2y+

�2

+2.5
� 0.2y+

1+0.2y+

�
. (37)

Equation (37) has been shows good agreement with experiments in all regions (viscous
sublayer, buffer layer and fully turbulent region) [31]. The near wall k+ and e+ are expressed
by the analyses of experimental data:

U=
du+

dy+ =
1

1+0.2y+ +
0.02(23.2−y+)y+

(1+0.2y+)3 , (38)

k+ =
0.75y+

11.6+y+ +0.2327y+2U2, e+ = feU(1−U), (39)

fe=1−0.25 exp[−0.025(y+ −20)]+0.2 exp[−0.05(y+ −10)2]. (40)

The performance of this refined wall function was demonstrated through a number of typical
test cases [30] which showed that the predictions can be improved with the refined wall
function where turbulence generation due to wall shear stress plays an important role.

At the free surface, the normal gradients of u, 6, k are zero. By the definition of W in
Equation (6), the boundary condition for W, w at the free surface (s � 0 or z=H+Zb) are

W=0; w=
(H
(t

+
1
J
�

U
((H+Zb)
(j

+V
((H+Zb)
(h

�
. (41)

An empirical relation for e [23] is used to account for the damping effects on turbulence due
to the presence of free surfaces. Without wind-induced shear at the free surface, the condition
on e is e=5.87k1.5/H.

5. NUMERICAL RESULTS AND DISCUSSION

The proposed model with Roe’s scheme has been investigated by applying it to the following
2D/3D test cases: (1) laminar channel flow with a smooth expansion, (2) turbulent open
channel flow in a 180° bend, and (3) turbulent open channel flow in a 60° channel bend with
side overflow.

5.1. Case 1: channel flow with a smooth expansion (2D)

The first application is the laminar flow in a symmetric channel with a smooth expansion.
This example has been used to compare various numerical models in the IAHR Workshop
1982 [32]. The numerical results were provided in terms of the vorticity V and the pressure p
along the wall of the channel. The result of Cliffe et al. [32,33] on a 21×21 grid was
considered as the reference solution. This problem has been used as a benchmarking case by
a number of researchers, e.g. Giannakoglou et al. [34] and Sheu et al. [35].
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Figure 3. Geometry of smooth expansion channel.

One of the cases considered in the IAHR Workshop 1982 [32], the flow with Re=100, was
selected for the present study. The geometry of the 2D channel depends on the flow Reynolds
number, as shown in Figure 3. The lower boundary (solid wall) of the channel is defined by

zL(x)=
�

tanh
�

2−
30x
Re

�
− tanh(2)

n
/2, 05x5Re/3, (42)

and the upper boundary, located at zU(x)=1, is a symmetry plane, which can be considered
as a fixed free surface in the implementation of the present algorithm.

At the inlet, x=0 and 05z51, a fully developed Poiseuille flow condition is imposed as

u(z)=3(z−z2/2), w(z)=0. (43)

The outlet boundary conditions and the free surface (symmetry) boundary conditions have
been stated in Section 4.

The present 3D model is simplified to apply to this 2D problem in the x–z-plane with a
fixed free surface. Two non-uniform grids are used, i.e. a 21×21 grid (denoted as G1) and a
finer 41×21 grid (denoted as G2). In the G1 grid, Dx increases linearly from 1.45 at the inlet
to 1.75 at the outlet, and distribution of Ds is uniform; in the G2 grid, Dx varies linearly from
0.73 at the inlet to 0.9 at the outlet with uniform distribution of Ds.

Figure 4. Wall pressure p distribution (Re=100).
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Figure 5. Wall vorticity V distribution (Re=100).

Results of G1 and G2 grids in the form of pressure and vorticity distributions along the
lower solid wall are presented in Figures 4 and 5, respectively, and compared with Cliffe et al.’s
benchmark solutions [32,33]. The pressure distributions are normalized by setting the wall
pressure to be zero at the half channel length x=xout/2 [32]. The wall vorticity is obtained
through a one-sided, second-order finite difference scheme using the interpolated velocity
components over the grid nodes [34].

Simulations on the G1 grid show fair agreement with the benchmark results. Some
discrepancy appears around the inlet and outlet regions for the pressure distribution (Figure 4),
and near the inlet region (x/xout50.3) for the vorticity distribution (Figure 5). With the grid
refinement, the computations on the G2 grid illustrate excellent agreement with the solutions
of Cliffe et al.

To further study the sensitivity of the outlet boundary conditions, a longer computational
domain, xout=Re/2, has been tested. A 31×21 grid is used with the same grid distribution as
the 21×21 G1 grid within x5Re/3. Comparing with the solutions on the G1 grid of the
shorter domain (xout=Re/3), simulations of the wall vorticity are nearly identical for these two
computational domains, while the wall pressure distributions are almost the same (the relative
differences are within 0.4%), except at the last three nodes at the outlet, e.g. the relative
difference at the third last node is :1.1%, and :2% at the second last node. This comparison
confirms that the outlet boundary conditions used here are adequate for the present problem
in the shorter domain.

The above computations are performed in x–z-plane. This 2D problem can also be treated
in x–y-plane. By introducing j-, h-co-ordinates, a quasi-orthogonal 21×21 grid (denoted as
G3) is generated with grid concentrated near the upper and lower boundaries and in the high
gradient region of the curved solid wall, i.e. around x=Re/5. The results for the vorticity from
the present model are shown in Figure 5. Results with the G3 grid also exhibit some
discrepancy with the benchmark solutions and the computations of the finer G2 grid. With the
same grid density, solutions with the G3 grid provides some improvement over that with the
G1 grid, because of the adopted distribution and the quasi-orthogonal property of the G3 grid.

5.2. Case 2: open channel flow with a 180° bend (3D)

In curved open channels, because of the non-uniform velocity distributions over the depth,
centrifugal forces generate secondary currents and super-elevation of the water surface.
Secondary currents produce a three-dimensional helical flow pattern and subsequently have a
strong influence on the overall flow behaviour [36].
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Experiments in an open channel with a 180° bend were conducted by De Vriend [37], and
the depth-averaged velocity distributions and water surface profiles were reported. The channel
cross section was rectangular, the centerline radius was 4.25 m, the inlet and outlet of the bend
were connected to 6 m long straight reaches and the channel width was B=1.7 m. The channel
boundaries were hydraulically smooth. The flow discharge was Q=0.19 m3 s−1 with a
constant downstream water depth H0=0.18 m with Froude number=0.47.

Computations are carried out with the 3D model for the same conditions as in the
experiment, and the simulation results are compared with the available data of De Vriend [37].
A grid of 88×26×12 in j-, h-, s-directions, respectively, was set for the numerical
calculations. Figure 6 shows the mesh in the x–y-plane. The lateral grid sizes are in the range
of 0.02–0.1 m with grids concentrated near the wall regions, and the longitudinal grid sizes
along the centerline are between 0.24–0.3 m. Uniform distribution of Ds is set in the vertical
direction, and the implicitness coefficient and time step are taken as P=0.85, Dt=0.5 s,
respectively. After 1200 time steps, the solutions are regarded as steady-state when the mass
residual for the 3D continuity equation (7) is less than 5.7×10−4 and that for the depth-av-
eraged form, Equation (13), is less than 6×10−5.

Figure 7 gives the depth-averaged velocity distributions at different locations. The agreement
between the measurement and predictions is very good. Comparison of the water surface
elevations are shown in Figure 8. The longitudinal distance from the inlet is normalized by the
length at the centre of the bend and is shown as S. in Figure 8. The deviation of the water
surface is normalized as DH/H0. The results are compared at the centre line, at B/10 from the
outer bank and B/10 from the inner bank. Generally, there is close agreement between the data
and computations at the outer bank and centre, although there is some discrepancy along the
middle part of the inner bank region. Figure 9 shows the secondary currents at various cross
sections, i.e. generation of the secondary motion at 12.5° (Figure 9(a)), fully developed
secondary current at 117.5° (Figure 9(b)), and near the exit of the bend (Figure 9(c)). It is
notable that near the surface of the inner bank, the maximum secondary velocity appears
below the free surface after the secondary currents developed (Figure 9(b,c)). A similar

Figure 6. Grid system for 180° curved channel.
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Figure 7. Depth-averaged velocity distribution at different stations.

phenomenon has be found in the laboratory study of a 270° curved open channel by Hicks et
al. [38].

5.3. Case 3: flow in a 60° channel bend with a side o6erflow (3D)

A series of tests was conducted by Fare and Herbertson [39,40] for flows in a bent
channel with a side overflow. The channel consisted of a 60° bend with a centerline radius
of rm=1.5 m, as shown in Figure 10. Straight reaches were used to connect the inlet and
outlet to the bend, with a length of 4 m for the straight upstream reach. A sluice gate was
placed 0.8 m (1.6B) downstream of the end of the bend. The channel cross sections were
rectangular with width B=0.5 m and depth=0.12 m. The channel boundaries were smooth
and a Manning’s coefficient n of 0.01 was reported. A gap was left in the outer wall of the
bend between angles 25–35° to accommodate a flood relief channel of width Cw=0.3 m
with a side crest weir, as shown in Figure 10. The height of the side weir Ch was adjustable

Figure 8. Water surface elevation along channel bend.
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Figure 9. Secondary currents in the cross sections at (a) 12.5°, (b) 117.5° and (c) 177.5°.

Figure 10. Configuration of 60° channel bend with a side overflow.

to control the side flow rate. The length of the side channel was 0.8 m, i.e. the side outlet was
at 1.67Cw downstream of the side weir. The flow pattern was known to be fairly complex with
strong 3D features [39,40]. In addition to the effects of curvature, the influence of the
intersection affects the structure of the flow in the main channel along and downstream of the
intersection. A total of 30 test runs were made. In this paper, two of these experiments, i.e.

Table I. Experimental test conditions [39,40]

Flow over weir (QfR) Depth at entryTest run Flow (Q) Side weir
to bend (H) depth (Ch)

(m3 s−1) (m) (m)(m3 s−1)

WF5 Water surface profile test
0.00591 0.0768 0.0250.00794

Deviation angles and velocities testA1–V1
0.00538 0.00224 0.0555 0.025
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WF5 test and A1–V1 test, were selected as indicated in Table I. In the WF5 test, only the
water elevation was measured, while in the A1–V1 test the velocity results were given in the
main channel. Both tests are for high side overflow QfR.

The conditions used in the computations by the proposed 3D model were the same as those
in the experiment, except for the lengths of the straight downstream reach and the side
channel. To minimize the influence of the outlet boundaries on the upstream zones, the lengths
of the straight downstream reach and the side channel are set to be 4.75 and 2.7 m respectively,
which are much longer than those used in the experiments.

Two grid systems are used for simulations and comparison, i.e. a grid of 74×48×14
(denoted by GA) and a finer grid of 117×60×14 (denoted as GB) in j-, h-, s-directions,
respectively. Uniform distribution of s is imposed in both grids. In the GA grid, 28 grid points
are set in the lateral direction of the main channel with concentration near the side wall
regions. The sizes of the control volumes in the physical plane are between 0.015 and 0.02 m
(in the main channel) and 0.05–0.3 m in the lateral and longitudinal directions, respectively.
Similarly, in the GB grid, 38 grids are non-uniformly distributed in the lateral direction of the
main channel. The sizes of the control volumes in the physical plane vary between 0.01 and
0.0146 m (in the main channel) in the lateral direction and between 0.026 and 0.3 m in
longitudinal direction. The other parameters are set as P=0.85 and Dt=0.1 s. After
1100–1500 time steps, the solutions are regarded as steady-state when the mass residual for the
3D continuity equation (7) is B8.4×10−4 and that for the depth-averaged form, Equation
(13), is B2.1×10−4.

For the flow in the side flood relief channel with a step height of Ch and significant change
in the free surface, the grid lines in the (j, s), (h, s) planes do not properly represent the side
weir and the s-transform (4) may not be directly applicable. This is due to the severe
non-orthogonal effect in the vertical plane, which can also cause poor convergence and
accuracy. This difficulty can be practically overcome by assuming a moving ‘false’ bottom
topography at the side weir depending on H+Zb, and introducing the ‘blocking’ technique to
deactivate the solid step zone as commonly adopted in the conventional finite volume method
and finite difference method [26]. This treatment extends the capability of thes-co-ordinate
transformation. To ensure that the designed (j, s), (h, s) planes represent the step Ch, the
imagined Zb is expressed as

Zb=
Ch− (H+Zb)× (1−ss)

ss

, (44)

where ss the designated s-co-ordinate of the step. The imagined bed elevation Zb is upgraded
iteratively until convergence results in the final water elevation. This technique has also been
used successfully in the simulation of the Lower Detroit River with natural irregular
bathymetries [41].

5.3.1. Result for WF5 test water surface. The experiment has shown that along the
intersection of the diversion, the flow was influenced by the formation of a stagnation zone at
the inner bank that occupied almost half the width of both of the main channel and the side
channel [39]. Basically, the results of free surface profiles on the two grids are very close, i.e.
the relative differences are within 0.7%. Computations (on GB grid) of the water elevation
distributions at various cross sections along the intersection are illustrated in Figure 11, which
shows generally good agreement with the measurements. Figure 12 gives the zoomed x–y-
plane view of the velocity vector fields around the intersection on GB grid (the vectors are
plotted at every other row in the main channel in longitudinal direction for more clarity). The
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Figure 11. Comparison of water surface elevation for WF5 test.

stagnation and separation zones obtained from the simulation are qualitatively consistent with
the observations.

5.3.2. Result for A1–V1 test 6elocity. Figure 13 shows the distribution of the depth-averaged
velocity profiles at various cross sections, along with the measurements. Comparison of the
solutions for two grid densities (GA and GB) indicates that grid convergence has been
achieved with Roe’s scheme. Solutions on the finer GB grid are only slightly better than those
on the GA grid. The maximum relative difference of the simulated depth-averaged velocities is
:4%. In Figure 13, solutions with the power law scheme on the finer GB grid are also
presented. In comparison with the measurements, it can be seen that refinement of the grid
distribution will not eliminate the impact of numerical diffusion caused by the first-order-accu-
rate power law scheme in this simulation. It is notable that although Roe’s scheme generates
much improved solutions over the power law scheme, there still exists some discrepancy with
the data, specifically near the recirculating zone. Since the standard k–e turbulence model is
used, the model does not adequately describe the non-isotropic structure of turbulence and
tends to underestimate the size of recirculating zones where turbulent diffusion is important
[23,42]. Higher-level turbulence models or other empirically modified k–e models need to be
incorporated to reduce this discrepancy [23,42].

Figure 14 illustrates the vertical profiles of the deviation angles ud° at three locations across
the channel width, i.e. at r/rm=0.9, 1.0, 1.1. ud° was introduced to detect the relative strength
of secondary current [40]. ud°=0 means that the resultant velocity is aligned tangentially to the
radius of curvature of the channel. ud°\0 or ud°B0 signify that the transverse velocity is
directed towards the outer bank or inner bank of the channel. Due to the strong cross currents
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generated by the side overflow and the development of the separation zone along the inner
bank, the velocities decrease gradually along the inner bank and the main flow shifts
toward the outer bank along and downstream of the intersection [39,40]. Also, the experi-
ment showed that along the intersection, there is no longer a reversal of the secondary
current between the surface and bottom layers and ud° profiles are quite uniform vertically.
Downstream of the intersection, the re-established transverse circulations are strongly dis-
torted by the carry-over effect from upstream, i.e. the development of the bend secondary
current is limited to 3/4 channel width leaving 1/4 inner width as a stagnation zone [40].

Results for ud° by the power law (on GB grid) and Roe’s (on GA and GB grids) schemes
are given in Figure 14. Similar trends can be observed as in Figure 13. In comparison with
the experiments, it is observed that both schemes are reasonably accurate in the region
outside of the separation zone, i.e. upstream of the intersection (0–25°), at the locations of
r/rm\0.95 along the intersection (25–35°) and downstream of the intersection (35–50°).
Near the recirculation region, the predicted curves by Roe’s scheme give a much closer
agreement with the measurements, i.e. the power law scheme significantly underpredicts the
separation zone. The coarser (GA) grid in Roe’s scheme is superior to the refined (GB) grid

Figure 12. Velocity vector fields of WF5 test on GB grid (a) at surface (b) near bottom.
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Figure 13. Comparison of depth-averaged velocity um (m s−1) distribution for A1–V1 test.

in the power law scheme, even though computation with the power law scheme requires more
CPU.

Figures 15 and 16 present the zoomed x–y-plane view of the velocity vector fields around
the intersection on the GB grid for both schemes (the vectors are displayed at every other row
in the main channel in longitudinal direction). Because of the nature of low numerical diffusion
in the high-order upwind scheme, the flow patterns predicted by Roe’s scheme show a larger
separation zone throughout the depth, which is closer to the experiments.

Figure 17 gives the transverse velocity vector fields by Roe’s scheme on the GB grid at three
typical cross sections along the channel bend.

6. CONCLUSIONS

In this paper, a 3D hydrodynamic model for free surface flows has been developed, which
solves the momentum equations, water depth and hydraulic dynamic pressure correction
equations sequentially. A fractional three-step implicit algorithm has been described for flows
in boundary-fitted curvilinear co-ordinates with a collocated grid system. A s-co-ordinate
transformation is adopted in the vertical z-direction. The model can handle an unprescribed,
single-valued free surface and irregular, non-prismatic channel geometries. The second-order
upwind scheme of Roe has been incorporated in the code for the discretization of the
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convective terms to minimize the numerical diffusion. This is the extension of the previous 2D
model work [5,16] to 3D laminar or turbulent flows.

Three 2D and 3D test cases of steady free surface flows have been computed by the
proposed unsteady fractional implicit algorithm, and results are compared with the benchmark
solutions or experiments. Case 1 is a laminar flow with a smooth expansion. The other two
cases are turbulent flows in curved open channels: case 2 is in a 180° bend and case 3 is a 60°
bend with a side overflow.

Figure 14. Comparison of vertical distribution of the deviation angles ud° for A1–V1 test at r/rm=0.9, 1.0, 1.1.
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Figure 15. Velocity vector field of A1–V1 test on GB grid by Roe’s scheme (a) at surface (b) near bottom.

In case 1, sensitivity analyses are performed on the grid density and distribution, and the
extension of the outlet. Results are compared with the benchmark solutions, which shows
that the computation is reliable. In case 2 and 3 of curved open channel flows, the
predicted water surface profiles and velocity distributions agree reasonably well with the
experiments.

The conventional s-co-ordinate transformation in the vertical z-direction is restricted to
the case of gradually varied bed topography. This shortfall is partly overcome by using an
extension of the ‘blocking’ technique [26] that has been applied to represent the discontinu-
ous step in case 3. Also in case 3, results of Roe’s scheme are compared with those of the
power law scheme, as well as available experimental data. The computational cost of
improvements in accuracy of the predictions by the high-order scheme, i.e. Roe’s scheme, is
less than that associated with uses of grid refinement with the power law scheme, due to
the effective reduction of the numerical diffusion for flows or certain regions of flows where
the convection effect plays an important role in the momentum transport, e.g. flow separa-
tion zones.

Numerical results of the test cases demonstrate that, by taking advantage of the collo-
cated grid arrangement and fractional step implicit algorithm, the present 3D hydrodynamic
model is efficient, and can be successfully applied to problems in river engineering.

Further work is needed to incorporate higher level turbulence models or other empirically
modified k–e models to account for the non-isotropic turbulence effects.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1109–1134 (1998)
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Figure 16. Velocity vector field of A1–V1 test on GB grid by the power law scheme (a) at surface (b) near bottom.

Figure 17. Cross sectional transverse current of A1–V1 test on GB grid.
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